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[bookmark: _Toc193380394]Introduction 
We are at a historic moment, where data has become a key asset for almost any process in our daily lives. There are more and more ways to collect data and an increasing capacity to process and share them, where new technologies, such as the Internet of Things (IoT), Blockchain, Artificial Intelligence, Big Data or Linked Data, play a crucial role. 
The use of this data not only affects the results of private companies, but is also applied to improve public services and decision-making, as well as for the preparation of social, scientific or economic studies. 
Both when we talk about open data and data in general, it is critical to be able to guarantee the privacy of users and the protection of their personal data, understood as fundamental rights. This is an aspect that sometimes does not receive special attention despite the rigorous existing regulations, such as the General Data Protection Regulation (GDPR).
In this report we will explain the key concepts of a data anonymisation process, including definitions, methodological principles and types of existing risks. Finally, we will detail the essential techniques that are currently applied, presenting practical examples of the most relevant ones. It should be noted that there are more advanced techniques not included in this report, being a field with a lot of activity at academic and research level.
The aim of the report is to provide a sufficient and concise introduction, mainly aimed at data publishers who need to ensure data privacy. For reasons of scope, it is not an exhaustive guide, but a first step to understand the risks and techniques available, as well as the inherent complexity of any data anonymisation process. Given that the examples presented as case studies are written in Python code, it is advisable to have a minimum knowledge of the language to be able to understand them properly.
Being able to guarantee the privacy of users and the protection of their personal data is critical.
[bookmark: _Toc193380395]Definitions and relevant terms
Before starting, it is necessary to briefly define the concepts we are going to talk about in the report. For these definitions, the GDPR has been taken as a reference:
•	Identifiable natural person: A person whose identity can be established, directly or indirectly, in particular by means of an identifier such as a name, an identification number, location data, an online identifier or one or more elements of that person's physical, physiological, genetic, mental, economic, cultural or social identity (GDPR, art. 4.1).
•	Personal data: Any information relating to an identified or identifiable natural person, "the data subject" (GDPR, art. 4.1). 
•	Personally Identifiable Information (PII): Is any personal data that could uniquely identify an identifiable natural person. There are three levels of identification of individuals: microdata, indirectly identifiable data and sensitive data. 
•	Microdata: Unique data for each individual that can directly identify them (ID number, medical history code, bank account number, social media profile, etc.). 
•	Indirectly Identifying Data: Data that, when combined with the same or different data sources, can lead to the identification of an individual (sociodemographic data, browser settings, geographical location, etc.). Also known as quasi-identifiers. 
•	Sensitive Data: All personal data referred to in Article 9 of the GDPR (especially financial and medical data) that are useful for conducting studies. It is crucial that these data are present but cannot identify the data subject, as it has significant privacy implications. 
•	Processing: Any operation or set of operations performed on personal data or sets of personal data, whether automated or not, including collection, recording, organization, structuring, storage, adaptation or alteration, retrieval, consultation, use, communication by transmission, dissemination, or any other form of provision, alignment, or combination, restriction, erasure, or destruction. (RGPD, art. 4.2). 
•	Data Obfuscation: The process of changing or altering sensitive or personally identifying data to protect confidential information. 
•	Data Anonymization: Defines the methodology and set of best practices and techniques that reduce the risk of individual identification, the irreversibility of the anonymization process, and the auditing of the use of anonymized data by monitoring who, when, and for what purpose it is used. It covers both the objective of anonymization and the mitigation of the risk of re-identification, with the latter being a key aspect. 
•	Re-identification: The process of identifying specific individuals to whom the data belongs. It is one of the key risks to mitigate in a data anonymization process. 
•	Confidentiality Chain: A term that encompasses the analysis of specific risks for the intended processing purpose. Breaking this chain implies the possibility of re-identification. 
•	Anonymous Data: Data that has never contained personal information about an individual, and therefore, it is not considered personal data and is not affected by the GDPR. 
•	Anonymized Data: Data that could originally identify an individual or entity but has undergone an anonymization process that makes it impossible to re-identify the owner. As a result, it is no longer considered personal data and is not subject to the GDPR. 
•	Pseudonymized Data: Processing performed on personal data in a way that no longer attributes them to an individual (data subject), unless additional information is used. In such cases, the additional information must be kept separately and subject to technical and organizational measures to ensure that the personal data cannot be attributed to an identified or identifiable natural person. It is important to note that this type of data is considered personal data and must comply with the GDPR, just like the original personal data.
[bookmark: _Toc193380396]Basic principles of anonymisation
Data anonymization should adhere to the concept of privacy by design and by default (GDPR, Art. 25), considering seven principles (see FIGURE 1):
[image: ]
FIGURE 1. BASIC PRINCIPLES FOR DATA ANONYMIZATION.
•	Proactive: The design should be considered from the early stages of conceptualization, identifying microdata, indirectly identifying data, and sensitive data, establishing sensitivity scales that are communicated to all stakeholders involved in the anonymization process.
•	Privacy by Default: It is necessary to determine the level of detail or granularity of the anonymized data in order to preserve confidentiality, removing non-essential variables for the intended study, taking into account risk and benefit factors. 
•	Objective: Given the impossibility of absolute anonymization, it is critical to evaluate the level of re-identification risk assumed and establish appropriate contingency policies. 
•	Functional: To ensure the utility of the anonymized dataset, it is necessary to clearly define the purpose of the analysis to be performed on the data once anonymized and inform users of the distortion processes employed so that they can be considered during their exploitation. 
•	Comprehensive: The anonymization process goes beyond the generation of the dataset; it is also applicable during the study of the data through confidentiality and limited use contracts, validated through relevant audits throughout the anonymization process lifecycle. 
•	Informative: This is a key principle, requiring all participants in the anonymization process lifecycle to be properly trained and informed about their responsibility and associated risks.
•	Atomic: It is recommended, whenever possible, that the work team is composed of individuals assigned to independent roles within the process.























[bookmark: _Toc193380397]ANONYMISATION PHASES
European legislation does not prescribe any specific standard (Opinion 05/2014, paragraph 2.2), so the final decision on which technique or set of techniques is most appropriate depends on each individual case:
“knowing the main strengths and weaknesses of each technique helps to understand how to design an appropriate anonymisation process in a given context”.
FIGURE 2 shows the key phases of the process, developed from the AEPD's Guide on guidance and guarantees in the process of personal data anonymisation:
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FIGURE 2. PHASES OF ANONYMISATION PROCESS
As can be seen, this is an end-to-end process (principle of integrity), where once the anonymised set has been obtained, it is essential to establish guarantees to protect the rights of data subjects and to carry out periodic audits, both on the use made of the anonymised data and on the anonymisation policies themselves, which must be properly documented.
The first step is to define the working team, detailing the functions of each profile, and ensuring, as far as possible, that each member performs their tasks independently from the others (atomic principle of atomicity). 
Given the continuous advance of technology, it is particularly complex to be able to guarantee absolute anonymisation, so the risk of re-identification is addressed as a residual risk, assumed and managed, and not as a breach of regulations. In other words, it is governed by the principle of objectivity, and contingency policies need to be put in place. These policies must be approached in terms of cost versus benefit, making the effort required for re-identification unaffordable or reasonably impossible.
Another important factor before designing an anonymisation process is the quality of the resulting data for a given purpose, also called utility, since sometimes it is necessary to sacrifice part of the information (privacy by default principle). This entails an inherent risk for which it is necessary to identify and propose mitigation measures to avoid the loss of informative potential of the anonymised dataset, focused on the specific objectives of each use case or study (functionality principle). 
Once the objectives and risks have been defined, as well as the feasibility of the process, an essential task of the team is to define a scheme based on the three levels of identification of persons: microdata, indirect identifiers and sensitive data (principle of proactivity), where a quantitative value is assigned to each of the variables. This scale must be known by all staff involved (information principle) and is critical for the Personal Data Protection Impact Assessment (DPIA).
Ultimately, the challenge lies in ensuring that the analysis of anonymised data does not differ significantly from the same analysis performed on the original dataset, minimising the risk of re-identification by combining various anonymisation techniques and monitoring the whole process; from anonymisation to purposeful exploitation.
[bookmark: _Toc193380398]Types of techniques available
In order to implement the process of anonymisation, several techniques can be considered, which mainly seek to ensure the advancement of the information society through data sharing between entities and the publication of open data, without undermining the right of individuals to respect for the protection of their personal data. There are currently three general approaches, each in turn consisting of several techniques (Opinion 05/2014): 
1.	Randomisation: data processing, removing correlation with the individual, through noise addition, permutation or Differential Privacy.
2.	Generalisation: altering scales or orders of magnitude through aggregation-based techniques such as k-anonymity, L-Diversity or T-Proximity.
3.	Pseudonymisation: replacement of values by encrypted versions or tokens, usually through HASH function, which prevent the direct identification of the individual, unless combined with additional data, which must be adequately guarded. 
Included in the category of pseudonymisation is the obfuscation of data through encryption, with or without key erasure, and the direct processing of encrypted data through homomorphic encryption. Both techniques can be complemented with timestamps or digital signatures.
Usually pseudonymisation and encryption are closely related techniques and it is very difficult to draw a clear line between them. Moreover, none of the techniques under the pseudonymisation category is considered a valid anonymisation technique without being properly combined with techniques from the other two categories. It is important to bear in mind that a pseudonymised dataset is still considered as personal data for the purposes of the GDPR, because re-identification through guarded keys is feasible, among other risks that we will see below.
In particular, the main utility of pseudonymisation and encryption is precisely to be able to re-identify data if needed after processing. For example, by training a predictive model on a patient dataset, pseudonymisation could be reversed on those records that the model detects as being at risk of a pathology. This re-identification could be done internally by the treatment manager, without the need to share this information with the team building the predictive model.
3 GENERAL APPROACHES TO ANONYMISATION

Source: Introduction to data anonymisation. Techniques and case studies.
[bookmark: _Toc193380399]Identification and types of risks

The risk analysis stage within the lifecycle of the anonymisation process is particularly critical and rarely approached adequately in practice. There are serious examples of re-identification of individuals in anonymised datasets due to an inadequate approach to the problem.

It is important to note that the risk of re-identification increases over time, due to the possible emergence of new data or the development of new techniques, such as future advances in quantum computing, which could lead to the breaking of encryption keys, known as Q-day.  

Three specific risk vectors associated with re-identification are identified (Opinion 05/2014): 

1. singling out: can a person be singled out? This measures the possibility of extracting some records (or all records) that identify a person from a dataset, i.e. it considers the risk of extracting attributes that allow the identification of one or more individuals.

2. Linkability: Is it possible to link records relating to a person? This measures the ability to link at least two records of a single data subject or a group of data subjects, either in the same dataset or in two different datasets. If the attacker can determine (e.g. by correlation analysis) that two records are assigned to the same group of persons, but cannot single out the persons in this group, then the technique is resistant to single out, but not to linkability.

3.	Inference: Is it possible to infer information about a person? Measures the ability to infer with significant probability the value of an attribute from the values of a set of other attributes.
SPECIFIC RISK VECTORS ASSOCIATED WITH RE-IDENTIFICATION



Source: Introduction to data anonymisation. Techniques and case studies.


[bookmark: _Toc193380400]ANONYMISATION TECHNIQUES
Each of the techniques mentioned in the previous section is analysed in detail below. If you wish to go into more detail on each technique and consult specific examples, it is recommended that you review the corresponding sections of Opinion 05/2014 and the AEPD guidelines.
Additionally, several case studies are included in the following chapter, where some of these techniques are analysed in greater depth with examples.
[bookmark: _Toc193380401]Randomisation
This type of technique is based on modifying or altering the veracity of the data at the individual level, while respecting the overall data distribution, thus reducing linkage and inference. Randomisation used in isolation is not effective against singularisation.
This techniques should always be combined at least with a process of explicit filtering of obvious attributes or indirect identifiers (default privacy principle), or indirectly through generalisation techniques.

[bookmark: _Toc193380402]Noise addition
The basic principle is to perturb each individual's data locally, while respecting the overall distribution of the sample so that its usefulness is not lost.

This is one of the most basic techniques, but properly applied it reduces risks, especially when combined with other techniques.
Recommendations
•	Aggregate noise in a consistent way, so that an attacker is not able to filter out the noise.
•	Validate that the set size is large enough to avoid linkability from other data sources. 
•	Define a sufficient level of noise to obtain the desired degree of privacy
[bookmark: _Toc193380403]Permutation
Contrary to the addition of noise, in this case the values are not modified and the distribution and range of values is not affected, but they are exchanged between different individuals to reduce their linkability.
Obviously, by swapping values, correlations with individuals are not maintained. Moreover, if two or more attributes have a logical relationship or statistical correlation and are permuted independently, this relationship is lost.
Recommendations
•	Respect correlations between attributes, applying data movements by groups, to prevent an attacker from using such relationships to reverse the permutation.
[bookmark: _Toc193380404]Differential Privacy

This is a special case of randomisation, where the process is applied to each query made by a third party, and is managed through anonymised views by the controller.

It is important to note that the dataset is not published openly, but is preserved in the custody of the controller and the original stored data are not modified. Therefore, the results obtained should be considered personal data in terms of privacy, as the controller retains the ability to identify the individuals in the original dataset. 
Recommendations
•	Perform a comprehensive traceability of all queries made, in particular those requested by a specific user or company. This is still an active area of research, where the aim is to strike the right balance between the usefulness of the results and the privacy guarantees offered. 
•	Avoid the use of open search engines, as it is very complex to trace queries, in order to adjust the answers obtained according to the queries history. To ensure protection against inference and linking attacks, it is necessary to carry out a customised study of each query.
•	Generate only aggregated statistical results. If the results provided are correctly processed, this technique is very useful against singularisation attacks.
[bookmark: _Toc193380405]Generalisation
This second set of techniques aims to generalise some critical attributes in a way that avoids singularisation, e.g. by modifying scales or orders of magnitude, replacing values by higher categories in a hierarchy.
The process needs to be properly implemented and other techniques need to be applied in conjunction to ensure protection against inference or linkability attacks.
[bookmark: _Toc193380406]k-anonymity

These techniques are especially useful in scenarios where the relationship between some sets of attributes allows the generation of identifiers by linkability or inference from indirect identifiers. The main guarantee they offer is that they do not allow the singularisation of individuals in a group of at least K members.

The basic concept applied is the generalisation of attributes by replacing values by higher values within a scale or hierarchy, such as replacing days by weeks or months, or replacing cities by regions or provinces. In the specific case of continuous numerical values, grouping techniques by ranges (discretisation) are usually applied. 

In Chapter 4 we will see a detailed case study of how to apply some of these techniques. As an illustration, Figure 3 shows how by generalising the variables of the original set (left), a new set is obtained (right), where some examples are grouped into categories, considerably reducing the risk of singularisation from the transformed variables (without taking into account the credit card, which will require encryption):

	[image: Ejemplo de aplicación de tratamientos]
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Figure 3. Example of application of treatments to improve K-anonymity


Linkability is considerably reduced at the individual level within a group of K members, but the group still has a 1/K probability of being linked. However, the main risk of this technique is that it does not avoid inference when the specific group to which an individual belongs is known.

An interesting application example is Amnesia, a well-known European project that offers a very intuitive software tool for the anonymisation of datasets using k-anonymity.
Recommendations
One of the critical aspects of this technique is the definition of the K value:

•	Using insufficient K values assigns more weight to each individual and makes inference attacks simpler. 
•	Conversely, the use of excessively large K values reduces the guarantees against singularisation, since the risk of including indirect identifiers is increased. 
•	It is necessary to find a balance point to define a sufficiently large K value that prevents some individuals from having more weight within the group, while still considering critical attributes during the process.
[bookmark: _Toc193380407]L-Diversity or T-Proximity
Both techniques are evolved versions of Anonymity-K, where they seek to improve guarantees against direct inference attacks, although they are still vulnerable to probabilistic inference attacks, i.e. they significantly reduce the confidence of inferences. Being complementary techniques to k-anonymity, they offer the same level of protection against singularisation and linkability attacks.
In the case of L-Diversity, the process guarantees that there are at least L different values for each attribute, within the same cluster of at least K individuals. 
T-Proximity additionally ensures that the distribution of attributes within each group reflects the same distribution of the original set, making inference attacks even more difficult.
Recommendations
•	Validate that the values follow a uniform distribution within each group.
[bookmark: _Toc193380408]Pseudonymisation
Pseudonymisation is not considered a method of anonymisation (Opinion 05/2014), nor can the resulting datasets be considered anonymised datasets. However, they are useful measures to improve security by reducing the linkability of the resulting dataset.
The main problem with these techniques is that the individuals in the dataset remain vulnerable to uniqueness attacks, as they are identifiable by pseudonyms and/or tokens. Moreover, they also do not protect against linkability or inference, especially in cases where pseudonymised attributes are reused in different datasets, e.g. by key reuse. Binding could also be done from other attributes in the set.
[bookmark: _Toc193380409]Encryption and HASH functions 
The main problem with keyed encryption is the risk of an attacker getting the key and being able to reverse the process. Even without knowing the key, an attacker could make use of an algorithm to try to discover the key, usually by brute force (massive testing of combinations). 
In practice, if up-to-date encryption algorithms are used, it is very difficult for an attacker to decrypt the values, but the guarantees are reduced over time, mainly due to technological advances, such as the example already given on quantum computing. 
In fact, any dataset encrypted with SHA256 is at risk of being decrypted in the relatively near future, for example when it becomes feasible to apply Shor's algorithm at scale using quantum computers. That is why many critical financial systems, and especially cryptocurrencies, are already starting to apply more advanced algorithms that are not based on RSA, such as elliptic curve encryption and other types of post-quantum encryption.
It is common for encryption to be complemented by a HASH or hash function, such as the aforementioned SHA256 algorithm. The main purpose of a HASH function is to generate a value of a given length from another value or set of values. They are usually functions with low computational cost, in order to be efficient, which makes them particularly vulnerable to brute-force attacks.
These functions are not only used in the field of cryptography, but are also used to create search indexes in databases, checksums, integrity tests, data compression, etc.
Recommendations
•	A special value called salt is often added to add additional safeguards to HASH processes. This is very common, for example, when storing passwords. The use of an unguarded random value prevents the process from being reversible.
•	If the encryption process includes the deletion of the secret key, the resulting set offers better guarantees against linkability from other datasets.
[bookmark: _Toc193380410]Token breakdown
It is commonly applied in financial environments. It is a technique based on the same principles seen in the previous section, where a unidirectional or irreversible process is normally applied.
Recommendations
•	The basic principle is to use different pseudonyms or tokens for each dataset to reduce linkability. The computational cost of a possible attack increases significantly, making it unfeasible given the sheer number of possible combinations.
[bookmark: _Toc193380411]Homomorphic encryption
Homomorphic encryption is a concept related to order-preserving encryption. The purpose of this technique is to allow operations to be performed on encrypted data that are equivalent to other operations applied on the original set.
Thanks to this technique it is possible to share encrypted data, apply operations without having access to the sensitive information and then decrypt the final result.
The practical application of these algorithms is currently limited, although progress is expected in the coming years in relation to the concept of fully homomorphic encryption (FHE), i.e. homomorphic encryption systems that support both sum and product operations.
Recommendations
•	The use of homomorphic encryption applications is only feasible in very limited use cases and usually in the field of research into new algorithms.
•	FHE system designs are already availabled at present, but they are not fast enough yet to be used in real practical applications.
[bookmark: _Toc193380412]Guarantees
[bookmark: _Hlk193121877]TABLE 1, adapted from Opinion 05/2014, summarizes, as an indication, the possible level of guarantees of each type of technique:




	Category
	TECHNIQUE
	SINGULARIZATION RISK
	RISK OF LINKAGE
	INFERENCE RISK

	RANDOMIZATION
	Noise addition
	Yes
	Sometimes
	Sometimes

	
	Permutation
	Yes
	Sometimes
	Sometimes

	
	Differential privacy
	Sometimes
	Sometimes
	Sometimes

	GENERALIZATION
	Anonymity-K
	No
	Yes
	Yes

	
	Diversity-L
	No
	Yes
	Sometimes

	
	Proximity-T
	No
	Yes
	Sometimes

	PSEUDONYMIZATION
	Encryption by hash
	Yes
	Yes
	Sometimes

	
	Tokenization
	Yes
	Yes
	Yes


TABLE 1. LEVEL OF GUARANTEES OF EACH TYPE OF TECHNIQUE
[bookmark: _Toc193380413]Singling Out 
Some techniques, such as adding noise or permutation, can partially reduce the risk of singling out individuals, but they do not prevent the possibility of singularizing a person's records, sometimes in an unidentifiable manner, simply making the filtered data less reliable. 
Techniques based on pseudonymization practically offer no guarantees in this regard and are often misused without being combined with other techniques. 
Only a proper combination of techniques that include anonymization through K-Anonymity, L-Diversity, and/ or Differential Privacy can provide guarantees against singling out.
[bookmark: _Toc193380414]Linkability
Linkability is one of the most complex risks to minimize, increasing over time or with access to new data, especially when Differential Privacy is applied.
In some cases, especially with the addition of noise and permutation, an individual could be mistakenly linked to incorrect or artificial data, which could even have a greater impact on the individual due to incorrect attribution (such as being associated with a disease they do not have).
[bookmark: _Toc193380415]Inference
Most of the techniques discussed in this report, except for K-Anonymity or Pseudonymization, significantly reduce the risk of inference, increasing the volume of false positives and/or false negatives when a malicious actor attempts to identify individuals associated with an anonymized dataset, making it much more challenging to carry out such attacks.
[bookmark: _Toc193380416]Case study
In this section, we will provide a simple practical example of how some of the techniques described in the previous section can be applied, specifically K-Anonymity and pseudonymization through key-erased encryption.
[bookmark: _Toc192779492][bookmark: _Toc193380417]Methodology and objectives
The objective of the practical case is to present a series of didactic examples through an iterative trial and error approach. It is important to note that these are simple and constrained examples designed to reinforce the concepts explained in previous sections.
The examples presented are not real cases, so it is relatively complex to argue the decisions from a business standpoint, as it would be necessary to outline the previous steps of the process covered in Chapter 2, which are beyond the scope of this practical case (defining the team, risk assessment, defining objectives and purpose of the anonymized dataset, etc.).
Methodologically, it is common for an anonymization process to involve a manual data exploration and trial-anderror application of anonymization techniques. We will see several examples that allow us to improve the level of K-Anonymity for increasingly higher values of K. In some cases, the example may present a process that does not allow for improvement or is insufficient, but they are included to provide a practical and realistic understanding of how an anonymization process usually unfolds.
Furthermore, it is important to consider that there is a wide variety of strategies, tools, and algorithms that can enhance the level of anonymization of a dataset. It is a complex process that is linked to the purpose of the analysis use case and the required level of utility and guarantees.
In this practical case:
1) We first present the exploratory process, applying various treatments iteratively and assessing the level of guarantees obtained after each step. For example, we use multiple generalizations and discretizations of salaries, ages, or zip codes. By adding these steps, we can improve the level of guarantees offered (increasing the degree of K-Anonymity achieved) and minimize the risks of singling out, linking, and inference, as it is a common practice.
2) Once the examples are presented, we provide two results as possible scenarios for complete anonymization processes, offering different datasets in each case with varying levels of utility and guarantees.
In a real case, it would be the responsibility of the anonymization officer to decide if a specific level of K-Anonymity is sufficient or if more intensive grouping or generalization is necessary. These decisions are typically based on the acceptable risk level, dataset size, utility of the resulting data, and other criteria that are defined as requirements in the initial phases of the process design.

[bookmark: _Toc192779493][bookmark: _Toc193380418]Execution environment
To simplify the execution of the case, a Python file is provided in  Jupyter Notebookformat, which can be loaded in any compatible environment. The file has been tested on Google Colab, which offers a free runtime environment for this type of interactive source code. The version of Python used during the case design was 3.7
To run the source code, just access the link shown below:
· Link to the executable code uploaded from Google Colab.
·  The following Github repository contains the code and data used in this case study, which are automatically uploaded from Google Colab:
[image: Ejemplo pantalla ejecutar todas]
Once the file is uploaded, all cells can be executed by using the "Execution environment" menu, selecting the option "Execute all" or execute the cells one by one interactively
[bookmark: _Toc192779494][bookmark: _Toc193380419]Case configuration
First, it is necessary to indicate which libraries we are going to need to develop the case study, which is defined in the first cell of the Notebook: 
import os
import pandas as pd
from hashlib import sha256, blake2b, algorithms_available

In particular, the hashlib library is a key part of the case, since it will be used to apply encryption techniques on credit card identifiers, as we will see later. 
This library has alternative algorithms, which depend on the environment on which it is executed. The available algorithms can be consulted directly: for name in algorithms_available
for name in algorithms_available:
  print(name)
sha3_256
md5
sha3_384
sha512
blake2s
sha3_512
sha224
shake_128
sha384
shake_256
blake2b
sha256
sha3_224
sha1

[bookmark: _Toc192779495][bookmark: _Toc193380420]Dataset
The data set used is synthetically generated from the data provided by the Amnesia project. Specifically, it is a variant of the "Simple Table-Disk based simple table" example, adapted to the case to be presented. No sources with real open data are used because these data are usually already anonymized and are already anonymized, and it would be more complex to make the case. 
The structure of the set includes 5 variables:
1. credit card (creditcard, string) 
2. zipcode (zipcode, string) 
3. age in years (age, integer) 
4. gender (gender, string) 
5. gross monthly salary (salary, integer)
The data is loaded directly into the Notebook from the "Data" folder of the Github repository. The complete matrix includes 999 rows and 5 columns, and is constructed as a Pandas DataFrame, which is a common data structure for manipulating data structure for manipulating table-formatted data in Python:
url = https://raw.githubusercontent.com/datosgobes/Laboratorio-de-Datos/main/Data%20Science/Aplicaci%C3%B3n%20pr%C3%A1ctica%20de%20t%C3%A9cnicas%20de%20anonimizaci%C3%B3n/Datos/data.csv
df = pd.read_csv(url, dtype={
    ‘creditcard’: str, 
    ‘zipcode’: str,
    ‘age’: int,
    ‘gender’: str,
    ‘salary’: int
})
An excerpt of the first ten records is shown below as an example.
df.head(10)
[image: Ejemplo código diez primeros registros]
We also proceed to make a backup copy, in order to be able to undo some of the steps without the need to restart from scratch

df_backup = df.copy()
[bookmark: _Toc193380421]Anonimation Checking
To validate the different steps of the case study, we will define three simple functions that allow us to know if the set meets a specific K value. Initially the set trivially satisfies with K=1, since any individual forms a group with itself, of size 1 or larger, but does not satisfy for K=2 or higher. These functions are inspired by the example available in the second chapter of the book Programming Differential Privacy.
[bookmark: _Toc192779497][bookmark: _Toc193380422]Search query

For validation it is necessary to define a search query for records by the group of variables that have been defined for the Anonymity-K process, in this case we will use all the variables except the credit card, since it is a unique identifier, and we will treat it independently later:

[image: ]

As can be seen, the query simply defines which fields are to be checked from the data in a particular row of the set, and depending on the data type they are surrounded by quotation marks (texts: zipcode and gender) or not (numbers: age and salary). To include a single quotation mark, an escape character is used. 
This function only defines the variables and data types involved in the K-anonymity process and depends on each specific case. Throughout the following examples, some complementary functions that modify both the list of variables and their types will be defined in the following examples.
[bookmark: _Toc193380423]Group search
Once the specific query has been defined for the case, it can be passed as an argument to a generic function that we have defined to search for groups within a dataset (the query KAnonymized query is defined as the default value to avoid having to specify it). The purpose of this function is to validate that all the examples belong to a group of at least K individuals and therefore the set would fulfill the requirements of the K-anonymity for the indicated K value (and all lower K values). In other words, this new function allows to check for each row whether it belongs to a set of at least K individuals. If all rows meet the condition, it returns True, if it finds at least 1 row that does not meet the condition it returns False:
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If we apply the isKAnonymized function to the original set we see that the result is valid for K=1, but not for K=2 or higher, i.e. the original set only satisfies K-Anonymized up to K=1.
[image: ]
[bookmark: _Toc192779499][bookmark: _Toc193380424]Search for non-grouped records
The next step is to define a complementary function to be able to find which specific records do not meet the defined K condition (the queryKAnonymized is also specified as the default value), i.e., the objective is to be able to purge or identify the records that do not meet the defined conditions in order to analyze them and try to correct them through a new iteration:

[image: ]

Applying this function on the original set with K=1 returns an empty set, because all rows fulfill the condition. On the other hand, if we apply it with K=2 it returns the complete set, because no row fulfills Anonymity-K for K=2 or higher.

getNotKAnonymized(df, 2)

[image: ]

This is the usual case before applying an anonymization process, in a trivial way all the records comply for K=1 (they form a group of 1 individual) and normally none (or most) do not comply for higher K values. In other examples that follow, as different techniques are applied, the number of non-compliant records is reduced, until the anonymized data set complies with K-anonymity up to a certain value of K.
[bookmark: _Toc192779500][bookmark: _Toc193380425]Generalization by rounding
A simple way to generalize a variable is to round or mask the least significant values of a number or code.
[bookmark: _Toc192779501][bookmark: _Toc193380426]Generalization of integers by rounding
In the case of numeric variables of integer type the process consists of rounding units into tens, tens into hundreds and so on. The following is a function to apply this generalization to a specific column of a DataFrame, the parameter level indicates how many levels you want to generalize:
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In this case we will generalize the age to tens and the salary to thousands, starting from the original set:
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After generalization, we check if it has improved for K=2, but we see that it is not enough, since there are still records that do not belong to a group of at least 2 individuals:

[image: ]
If we check the length of the result of the function that identifies the records that do not comply for K=2, we see that there are 997 rows that still do not comply, i.e., we have only managed to group two records, out of the 999 in the set, so it is necessary to apply additional processes even if we want to improve the K-anonymity for K=2 or higher:


[image: ]
[bookmark: _Toc192779502][bookmark: _Toc193380427]Generalization of alphanumeric codes by rounding
Let's try to generalize also the postal code with a similar procedure, except that in this case since it is a code stored as text, we use a new function that changes characters from the right-hand side by asterisks. The level parameter allows us to indicate how many:
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We try to generalize the zip code by masking the last two values:
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And if we look for which records do not meet, we see that there are still 603 rows that do not meet the condition for K=2, because they do not belong to a group of at least two records:

[image: ]
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[bookmark: _Toc192779503][bookmark: _Toc193380428]Generalization by grouping

Another common form of generalization is by means of hierarchies and/or discretization of values. That is to group ranges of values into predefined categories by means of rules.
Normally these hierarchies have several levels, but for simplicity we will use only one level in this example. Specifically, the objective we are looking for is to be able to transform the salaries by ranges, in 3 groups (low: 0-1,500, medium: 1,500-3,000 and high: 3,000-10,000). 
We define two functions, the first one simply applies the transformation rules on a specific value of a variable, modifying it by the value of a category of the hierarchy, in case no rule is found, the value rule is defined as "outlier":
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The second function follows a similar process to the functions for generalizing numbers that we saw earlier, modifying the value of the specified column for each row of the DataFrame, applying the rules that are specified: 

[image: ]

[bookmark: _Toc192779504][bookmark: _Toc193380429]Discretization of wages into three groups

First of all, let's restore the original variable so that we can apply the discretization on the variable without rounded:
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Once restored, we define the generalization rules, which depend on the purpose of the set, the distribution of the data and the level of anonymization expected to be achieved. In this case we will try to generalize the salary into 3 groups (0-1,500, 1,500-3,000 and 3,000-10,000):

[image: ]

With the rules defined, we simply have to apply the generalization function and check the result:

[image: ]
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As we have modified the salary data type, it is necessary to redefine the search query for K-Anonymity validation:


[image: ]

We proceed to check the K-anonymity for K=2, but there are still 155 records that do not meet the condition:

[image: ]

[bookmark: _Toc192779505][bookmark: _Toc193380430]Discretization of ages into three groups

We will try to achieve a higher level of anonymity by aggregating the ages into three groups (junior: 0-30, medium: 30-50 and senior: 50-101). To do so we first restore the original values and check the distribution:
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The rules are defined for 3 groups (junior: 0-30, medium: 30-50 and senior: 50-101):
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We redefine once again the search query:
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And we check that for K=2 there are still 30 rows that do not meet the condition, i.e. these 30 rows have not yet been grouped into a group of 2 or more records:

[image: ]

[bookmark: _Toc192779506][bookmark: _Toc193380431]ZIP code discretization into 3 groups

As an example, we now try to improve anonymization by aggregating zip codes into 3 groups (550**-552**, 553**- 556** and 557**-559**):
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We check again for K=2 and in this case, it is successful:

[image: ]

While for K=3 there are still two groups of 2 records each that do not meet the condition of belonging to a group of at least 3 records:	Comment by Laura Castillo Martinez: Esta frase he visto que aparece dos veces repetida en el pdf, por si podéis corregirlo en Indesing

[image: ]


[image: ]

[bookmark: _Toc192779507][bookmark: _Toc193380432]ZIP code discretization into 2 groups

We test again, now with an example of discretization in 2 groups of the zip code. For which we first restore the original variable.
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It is not necessary to reapply the generalization step, because the discretization that we are going to define already covers those segments, but in a real case it might make sense to apply both steps. 

In the following, we define 2 groups (55000-55499 and 55500-55999):
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We see that with this change we get K-anonymity for K=5 (all records belong to a group of at least 5):

[image: ]
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At this point the anonymization manager should decide whether a K=5 level for K-anonymity is sufficient, or whether more intensive clustering or generalization is needed. These questions are usually based on the level of risk that can be assumed, the size of the set, or the usefulness of the resulting data, among other criteria to be assessed and which are defined as requirements in the initial stages of process design.

[bookmark: _Toc192779508][bookmark: _Toc193380433]Variable filtering

One possibility, given the limitation implied by including the postal code when increasing the level of Anonymity-K above K=5, is to discard this variable. As we will see, this decision implies a significant reduction of the utility of the set if the use case requires analysing the geographic distribution, so it is a decision that will depend on the purpose of the analysis.
In this example we will test the level of anonymization that could be achieved by simply discarding the variable and keeping the rest of the transformations for the remaining:

[image: ]


[image: ]

We redefine the search query without taking into account the postal code, since it no longer exists:
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If we test with progressive levels of K, we can check that we improve the K-anonymity up to the level of K=11 (all examples belong to a group of at least 11 records):

[image: ]

Although for K=12 we found two groups of 11 records that would not comply with:
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[bookmark: _Toc192779509][bookmark: _Toc193380434]Encryption and pseudonymization

So far, we have approached the anonymization problem from the application of K-anonymity, achieving different levels of K depending on the degree of generalization applied, where the final decision depends on the purpose of the analysis and the desired level of guarantees.
However, we have not addressed the risk of re-identification that exists when sharing each individual's credit card number. We could generalize the numbers, but by the nature of the variable (unique identifier) it makes more sense to obfuscate its values to reduce the associated risks.
[bookmark: _Toc192779510][bookmark: _Toc193380435]SHA256 encryption

As mentioned above, the SHA256 cipher is a common technique for encryption based on RSA. Its implementation using the Python hashlib library is very simple:
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This algorithm is deterministic, i.e. it always returns the same hash value for the same input values. This is advantageous when it comes to decryption, but it is also vulnerable to brute force attacks, e.g., if we check the ciphers generated in two different calls, we see that it returns the length of the set (they are all the same).
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[bookmark: _Toc192779511][bookmark: _Toc193380436]2 Blake2b encryption

The Blake2b algorithm is an improved version of SHA, with similar guarantees, but more efficient and flexible in some aspects. An implementation can be accessed from the hashlib library.
The first thing we are going to define is an auxiliary function to encode a text. The parameters allow us to define the length of the encrypted value in bytes (size), the domain on which it is executed and the salt value (salt).
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From this function we can define a function that applies this transformation to all the rows of a column of a DataFrame:

[image: ]

We test with the default parameters and size 10 (this size is chosen to improve readability; in real environments it is better to use the maximum length allowed):
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As with SHA256, this type of configuration is deterministic and therefore vulnerable to brute force attacks. We will now see how to improve the protection of this variable.
[bookmark: _Toc192779512][bookmark: _Toc193380437]Blake2b encryption with domain management
One of the options allowed by this algorithm is the definition of a domain, which prevents the generation of two equal encrypted values in two different contexts for the same value, making it more complex to perform linkability attacks on datasets generated from the same data and sharing the same encryption mechanism. In this case, we define the domain 'APP1', as an example of a name for a possible application:
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We can check that when adding the domain, the ciphers are different for all the records, by simply counting the number of rows that share the same encryption code (0 records):

[image: ]
Although we are still dealing with a case of deterministic reversible encryption if the domain is reused, i.e., as in the example with SHA256, if we check the ciphers generated in two different calls, we see that returns the length of the set (all are equal):
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Although it allows us to have as many domains as we want to define use cases, for example, we could generate a new set for a second application called 'APP2'. When adding the new domain the ciphers are different for all records in both use cases.


[image: ]
It is not necessary for the domain value to be private, although it is recommended to improve resistance to brute force attacks. These names are only intended to define a use case for an anonymization process, since the objectives of each case are different, as well as the requirements for guarantees, usability, essential variables, etc.
[bookmark: _Toc192779513][bookmark: _Toc193380438]Blake2b encryption with (salt)

To avoid the problem of determinism of the results, and therefore possible brute force attacks, it is advisable to apply a salt value, which is usually random and destroyed after its application, although it depends on the case and the level of guarantees required
The salt value can be easily generated with a standard random function:
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We can check that by adding the value of salt the ciphers are different for all the records, simply by counting the number of rows that share the same cipher code (0 records):
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If the salt is stored and an attacker gets the value, he could apply brute force attacks again, so it is recommended to destroy the value or simply not store it after use (temporary variable). If check the ciphers generated in two different calls with the same value of salt we see that it returns the length of the length of the set (all are equal):
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[bookmark: _Toc192779514][bookmark: _Toc193380439]Resultado final de anonimización
As we have seen, there are different strategies and algorithms to achieve the anonymization of a dataset, being a complex process and closely linked to the purpose of the analysis use case and the required level of utility and guarantees required.
In this case study we have seen some simple processes, without aiming to be an exhaustive analysis, being more a set of iterative examples of application of different techniques. There are a multitude of libraries for different environments that allow us to perform an automatic analysis and even define rules depending on the requirements that we define, although they are beyond the scope of this report due to their complexity and extension.
By way of summary, we will now present the result of two variants that we have been developing in detail in the previous sections.
[bookmark: _Toc192779515][bookmark: _Toc193380440]Anonymized set with Anonymity K=5 and zip code in 2 groups

The first variant includes all the variables, grouping the postal code in 2 sections and defining a specific domain and a random salt value without a non-custodial random salt value for the credit card:
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In this case it can be verified that it complies with Anonymity-K for a maximum value of K=5, progressively increasing the value of K, this being the maximum level reached by means of the defined steps:
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[bookmark: _Toc192779516][bookmark: _Toc193380441]Anonymized set with Anonymity K=11, no postal code

In the second version, we significantly improve anonymity to K=11, but the data set loses a lot of usefulness when the zip code is removed. However, compared to the previous solution, since it was already grouped in 2 sections.
At the encryption level, the same criterion is applied, but defining a different domain, so that if an attacker access to both versions, it would be more difficult for an attacker to perform linking attacks to discover the zip code by the postal code by comparing the encrypted card codes between the two versions of the set.
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We successfully proved that it is possible to reach up to Anonymity-K with K=11, by progressively increasing the value of K, this being the maximum level reached by means of the defined steps.
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If you want to go deeper into the field of anonymization, the Spanish Data Protection Agency (AEPD) has translated the Basic Guide to Anonymization from the Data Protection Authority of Singapore. The guide is complemented by a free data anonymization tool, which the AEPD makes available to organizations”.









[bookmark: _Toc192779517][bookmark: _Toc193380442]CONCLUSIONS
Data anonymization solutions are constantly evolving, posing a particularly complex problem to address, as it is not possible to guarantee absolute anonymization. In this sense, anonymization is managed as a risk analysis process, aiming to strike a balance between the privacy guarantees of the anonymized dataset and its utility for a specific task, where the degree of anonymity can be measured on a scale defined by the techniques applied and the guarantees they offer in each specific case.
A critical aspect is that no individually applied technique is sufficient to provide guarantees against the three main types of attacks: singling out (identifying a specific individual), linking (associating one or multiple records of an individual across different datasets), and inference (the probability of deducing attributes of an individual based on other attributes).
In general, there is a high degree of unawareness regarding available techniques and the guarantees they provide, leading to common failures in these processes. The most common problem is considering encryption or pseudonymization as suitable techniques when they cannot even be considered anonymization techniques, and the resulting datasets would still be subject to the application of the GDPR, as they are still considered personally identifiable information. While these techniques do improve protection against linking, they do not achieve true anonymization due to the obfuscation of sensitive data. 
Furthermore, since there is no official prescription regarding the use of any specific technique, it is advisable to apply an appropriate combination that includes at least randomization techniques to mask the correlation of values with specific individuals and generalization techniques to alter scales or orders of magnitude. Randomization is very useful in minimizing the risks of linking and inference, and when combined with generalization techniques, it significantly reduces the risk of singling out.
Nevertheless, it is crucial to approach any anonymization process appropriately, understanding its implications and limitations. Specifically, there are seven basic principles that should be taken into account: proactive design (planning the process from its initial stages), privacy by default (excluding all irrelevant attributes), goal-oriented (managing inherent risks), functional (limited to a specific use case), integral (monitoring and auditing usage), informative (training involved parties), and atomic (dividing responsibilities).
The main task is to define an appropriate scheme based on the three levels of personal identification: microdata, indirect identifiers, and sensitive data (proactive principle), where a quantitative value is assigned to each variable. This scale should be known by all involved personnel (information principle) and is critical for conducting a Data Protection Impact Assessment (DPIA).
For cases where guarantees are insufficient or the process is not feasible, there are alternative initiatives to anonymization, such as secure rooms or Safe Reading Rooms, which allow access to sensitive data through highly restrictive access controls, without the possibility of using external devices and without an internet connection. 
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Randomisation


 Data processing, removing correlation with the individual, through noise addition, permutation, or Differential Privacy.


 Altering scales or orders of magnitude through aggregation-based techniques such as k-anonymity, L-Diversity or T-Proximity.


Pseudonymisation


 Replacement of values by encrypted versions or tokens, usually through HASH function, which prevent the direct identification of the individual, unless combined with additional data, which must be adequately guarded. .


Generalisation



Linkability
Associate one or several records of an individual in one or several datasets


Inference
Inferring attributes of an individual from other attributes


Singling out
Identifying a specific individual
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zipcodeRules   =   {        '550** - 552**':   {'min':   '550**',   'max':   '552**'},        '553** - 556**':   {'min':   '553**',   'max':   '556**'},        '557** - 559**':   {'min':   '557**',   'max':   '559**'}   }   df.zipcode   =   groupDiscretization(df,   'zipcode',   zipcodeRules)   df.head()  
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len(getNotKAnonymized(df,   2,   queryKAnonymized_salaryAgeGrouped))   0  
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getNotKAnonymized(df,   3,   queryKAnonymized_salaryAgeGrouped)  
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creditcard zipcode age gender salary
233 5148234499441506 550**-552** medium Female low
561 5434614557694547 550*-552"* medium Female low
636 5184789207964060 557**-559** junior Female medium
718 5494158926215755 557**-559** junior Female medium
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df.zipcode   =   df_backup.zipcode  
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zipcodeRulesTwoGroups   =   {        '55000 - 55499':   {'min':   '55000',   'max':   '55499'},        '55500 - 55999':   {'min':   '55500',   'max':   '55999'}   }   df.zipcode   =   groupDiscretization(df,   'zipcode',   zipcodeRulesTwoGroups)   df.head()  
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len(getNotKAnonymized(df,   5,   queryKAnonymized_salaryAgeGrouped))   0   When checking K=6, there are still 5 groups of 5 records that do not satisfy the condition :   getNotKAnonymized(df,   6,   queryKAnonymized_salaryAgeGrouped)  
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image63.emf
df_nozip   =   df.copy()   df_nozip.drop(columns=['zipcode'],   inplace=True)   df_nozip.head()  
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image65.emf
def   queryKAnonymized_noZip(row):      return   f'gender   ==   \ '{row.gender} \ ''   \             f'   &   age   ==   \ '{row.age} \ ''   \             f'   &   salary   ==   \ '{row.salary} \ ''  


image66.emf
len(getNotKAnonymized(df_nozip,   11,   queryKAnonymized_noZip))   0  


image67.emf
getNotKAnonymized(df_nozip,   12,   queryKAnonymized_noZip)  
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image69.emf
def   encodeSHA256(df,   column):      return   df[column].apply(        lambda   x:   sha256(x.encode('utf - 8')).hexdigest()      )   encodeSHA256(df,   'creditcard')  
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image71.emf
sum(encodeSHA256(df,   'creditcard')   ==   encodeSHA256(df,   'creditcard'))   999  


image72.emf
def   encodeStringBLAKE2B(x,   size=64,   domain=b'',   salt=b''):      h   =   blake2b(          digest_size   =   size,            person   =   domain,            salt   =   salt        )      h.update(x.encode('utf8'))      return   h.hexdigest()  


image73.emf
def   encodeBLAKE2B(df,   column,   size=64,   domain=b'',   salt=b''):      return   df[column].apply(        lambda   x:   encodeStringBLAKE2B(x,   size,   domain,   salt)      )  
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image74.emf
encodeBLAKE2B(df,   'creditcard',   size=10)  
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encodeBLAKE2B(df,   'creditcard',   size=10,   domain=b'APP1')  
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image78.emf
sum(        encodeBLAKE2B(df,   'creditcard',   size=10)   ==          encodeBLAKE2B(df,   'creditcard',   size=10,   domain=b'APP1')   )   0  


image79.emf
sum(        encodeBLAKE2B(df,   'creditcard',   size=10,   domain=b' APP1 ')   ==          encodeBLAKE2B(df,   'creditcard',   size=10,   domain=b' APP1 ')   )   999  


image80.emf
sum(        encodeBLAKE2B(df,   'creditcard',   size=10,   domain=b' APP1 ')   ==          encodeBLAKE2B(df,   'creditcard',   size=10,   domain=b' APP2 ')   )   0  


image81.emf
rndSalt   =   os.urandom(blake2b.SALT_SIZE)     encodeBLAKE2B(df,   'creditcard',   size=10,   domain=b'APP1',   salt=rndSalt)  
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image83.emf
sum(        encodeBLAKE2B(df,   'creditcard',   size=10)   ==          encodeBLAKE2B(df,   'creditcard',   size=10, salt=rndSalt)   )   0  
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image84.emf
sum(        encodeBLAKE2B(df,   'creditcard',   size=10,   salt=rndSalt)   ==          encodeBLAKE2B(df,   'creditcard',   size=10,   salt=rndSalt)   )   999  


image85.emf
df.creditcard   =   encodeBLAKE2B(   df,   'creditcard',   size=10,     domain = b' Dataset   con   ZIP ',     salt = os.urandom(blake2b.SALT_SIZE)   )  
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image87.emf
isKAnonymized(df,   5,   queryKAnonymized_salaryAgeGrouped)   True  


image88.emf
df_nozip.creditcard   =   encodeBLAKE2B(   df,   'creditcard',   size=10,     domain   =   b' Dataset   sin   ZIP ',     salt   =   os.urandom(blake2b.SALT_SIZE)   )  
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isKAnonymized(df,   11,   queryKAnonymized_noZip)   True  
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image20.emf
def   queryKAnonymized ( row ):      return   f 'zipcode   ==   \ ' {row.zipcode} \ ''   \             f '   &   gender   ==   \ ' {row.gender} \ ''   \             f '   &   age   ==   {row.age} '   \             f '   &   salary   ==   {row.salary} '  


image21.emf
def   isKAnonymized(df,   k,   queryFunction   =   queryKAnonymized):      for   index,   row   in   df.iterrows():        if   df.query(queryFunction(row)).shape[0]   <   k:   return   False      return   True  


image22.emf
isKAnonymized(df,   1)   True   isKAnonymized(df,   2)   False  


image23.emf
def   getNotKAnonymized(df,   k,   queryFunction   =   queryKAnonymized):      rowsNotKAnonymized   =   pd.DataFrame()      for   index,   row   in   df.iterrows():        group   =   df.query(queryFunction(row))        if   group.shape[0]   <   k:            rowsNotKAnonymized   =   pd.concat([rowsNotKAnonymized,   group])      return   rowsNotKAnonymized.drop_duplicates()  
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image25.emf
def   generalizeInt(df,   column,   level):      return   df[column].apply(        lambda   x:   round( x   /   (10**level))   *   (10**level)      )  
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df.head()  


image27.png
creditcard zipcode age gender salary
5557783527541459 55335 58 Male 8700
5418686973265201 55255 36 Female 9700
5527060358825468 55559 32 Female 6800
5312916958971375 55700 58 Male 4700

5541858987662877 55925 52 Male 5700




image28.emf
df.salary   =   generalizeInt(df,   'salary',   3)     df.age   =   generalizeInt(df,   'age',   1)     We can check  the result by displaying the first five rows:   df.head()  
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image30.emf
isKAnonymized(df,   2)   False  


image31.emf
len ( getNotKAnonymized(df,   2) )   997  


image32.emf
def   generalizeStringCode ( df ,   column ,   level ):      return   df[column].apply(        lambda   x:   x[: - level]   +   ( '*'   *   level)      )  
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image33.emf
df.zipcode   =   generalizeStringCode(df,   'zipcode',   2)     We  check again without success if the new set satisfies for K=2     isKAnonymized(df,   2)   False  


image34.emf
getNotKAnonymized(df,   2 )  


image35.png
-

N AhN

990
993
995
996
997

creditcard zipcode

5657783527541459
5418686973265201
5527060358825468
5541858987662877
5293804792403628

5190197578253687
5342057613343975
5564301173493387
5193534712511173
5164269869571382

603 rows x 5 columns

553+
552
555
559™
557

554
556"
550"
559™

556

age

40

g

100

20
20
50

gender salary

Male
Female
Female

Male

Female

Male
Male
Female
Female

Male

9000
10000
7000
6000
7000

4000
9000
7000
8000
4000




image36.emf
def   applyRules(x,   rules):      for   key   in   rules:        if   (x   >=   rules[key]['min']   and   x   <=   rules[key]['max']):   return   key      return   "outlier"  


image37.emf
def   groupDiscretization(df,   column,   rules):      return   df[column].apply(lambda   x:   applyRules(x,   rules))  


image38.emf
df.salary   =   df_backup.salary     df.head()  
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image40.emf
salaryRules   =   {        'low':   {'min':   0,   'max':   1500},        'medium':   {'min':   1500,   'max':   3000},        'high':   {'min':   3000,   'max':   10000}   }  


image41.emf
df.salary   =   groupDiscretization(df,   'salary',   salaryRules)     df.head()  
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image43.emf
def   queryKAnonymized_salaryGrouped(row):      return   f'zipcode   ==   \ '{row.zipcode} \ ''   \             f'   &   gender   ==   \ '{row.gender} \ ''   \             f'   &   age   ==   {row.age}'   \             f'   &   salary   ==   \ '{row.salary} \ ''  


image44.emf
isKAnonymized(df,   2,   queryKAnonymized_salaryGrouped)   False     len(getNotKAnonymized(df,   2,   queryKAnonymized_salaryGrouped))   155  


image45.emf
df.age   =   df_backup.age     df.describe()  
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age
count 999.000000
mean  57.364364
std 24116729
min 18.000000
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image47.emf
df. head ()  
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image49.emf
ageRules   =   {        'junior':   {'min':   0,   'max':   30},        'medium ':   {'min':   30,   'max':   50},        'senior':   {'min':   50,   'max':   101}   }     df.age   =   groupDiscretization(df,   'age',   ageRules)     df.head()  
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image51.emf
def   queryKAnonymized_salaryAgeGrouped(row):      return   f'zipcode   ==   \ '{ row.zipcode} \ ''   \             f'   &   gender   ==   \ '{row.gender} \ ''   \             f'   &   age   ==   \ '{row.age} \ ''   \             f'   &   salary   ==   \ '{row.salary} \ ''  
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len(getNotKAnonymized(df,   2,   queryKAnonymized_salaryAgeGrouped))   30  


image94.png




image10.png




image11.png




image12.png




image13.png




image14.png




image15.png




